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ABSTRACT

Tn this paper, a hierarchical phoneme recognition system is proposed. The hierarchical approach is
applied here to vecursively partition the recognition problem into smaller and smaller sub-problems
those are indepeadently handled at the distingt nedes of the hierarchy. The nodes are individually set
to characterize different properties of the Inpot phoneme, or more precisely to make separafe decisions
on its pertinence to the different reference subgroups of phonemes. The full charagterization of the
input phoneme is achieved by traversing some rtoot-to-leaf path through the hiemrchy. The
relationships between the different features of phonemes and their pertinence to the different reference
subgroups are to be objectively characterized wnd optimized here. This involves specifying the
decisive subset of features for each pertinence decision and neglecting the remaining features those are
irrelevant to {or probably have negative effect on) that decision, at each node of the hierarchy. The
optimization applied through the feature election process here, is not aimed at ceducing the amoutic of
features to be used in the recognition process, for the purpose of decreasing the time-complexity of the
system, but, is interested in enthancing the decision making accuracy of the system by avoiding the
misleading features,

KEYWORDS: Phoneme recognition, hierarchical systems, neura! networks, Mel-cepstrum,
information relevance.
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1. INTRODUCTION

The basic idez involved in any multistage
hierarchical decision making approach is 10
break up a complex decision into a union of
several simpler decisions [1], each of which
is to be tackled independently. This
approach is called divide and conguer [21.

The hierarchical phoneme recognition
system, proposed in (his paper, partitions the
phoneme recognition process into 2
hierarchy of partial recognition decisions
those are carricd out at the distinct nodes of
the hierarchy. A partial decision determines
the probability of pertinence of the incoming
phoneme to each reference subgroup of
phonemes branching from the corresponding
node. By further dividing each partial
decision into sub-decisions, each of which
being involved in a smailer subgroup of
phonemes, a full conclusion about the
incoming phoneme is reached by traversing
same root-to-leaf path (or paths) through the
hierarchy.

Hierarchical decision making provides the
flexibility 1o choose different deciding rules
at the different nodes of the hierarchy. In the
context of phoneme recognition, this means
the capability to use different subsets of
features, of the input phonems, at the
different decision making nodes of the
hierarchy [l, 3. 4]. The proposed
hierarchical recognmition  system 1akes
advantage of this capabilily to separately
optimize the subset of features to be used in
making the partial decision at each node of
the hierarchy.

The optimization precess to be applied
here includes objectively identifying the
[eatures those confribute o increasing both
the discrimination AMONE the distinct
subsets of phonemes, to be decided upon at
each node, and the similarify among the
individual phonemes within each subset,
dlone. Adapting this feature prumng Process
to the distinct parts of the problem
(corresponding to the different nodes of the
hierarchy) should increase the accuracy of
targeting the unwanted features without
having to compromise those ones that show
high relevance at some parts of the problem,
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bat also misleading behavior at other parts
of it. This will minimize the overall effect of
the misieading features at the different
levels of building a conelusion.

IL THE ProPOSED HIERARCHICAL
RECOGNITION TREE

In designing hierarchical tree rec0gnizers,
it is important to adapt an appropriate tree
siructure that reflects the matural divisions
among the reference objects. The simplest
way to map these divisions onto a tree
structure is to apply a hard-spiit on the set
of reference objects, such that the subsets
resulting from each division have no
common etements among them [3, 4].

The tree structure to be adopted in this
work is primarily based on prior knowledge
with Argbic phoneme classes and common
sense similarities and dissimilarities among
these phonemes [5]. No objective
optimization of any kind has been applied to
conclude this tree. Tt is expecied, though,
that such optimizations could improve the
overall performance of the system, and
probably the effectiveness of the feature
pruning process, too. The adopted tree
siructure s showil in Fig. 1. using
International Phonectic  Association (TPA)
notation.

As is shown in Fig. 1, two types of
decisions are encountered throughout the
proposed  tree, nameby: binary decisions
(about the pertinence of the incoming object
1o one of two reference subgroups), and
non-binary decisions (abowt the pertinence
of the incoming object ta one of more than
two reference subgroups). Binary decisions
are handled, each, by a single decision
maker with a binary result space, Nom-
binary decisions, on the other hend. are
handled, each, by a union of binary decision
makers, each of which determines whether
the incoming object is pertinent or mot to
one of the descending reference subgroups
(one decision maker per one class [6]).

In this work, the decision making process,
performed at the distinct nodes of the tree, is
proposed to be handled by muiti-layer
perceptron (MLF) artificial neural networks
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with error backpropugdation. The networks
are to be trained using the resifient
backpropagation algorithm 7, 8). This
algorithm s welk-known for being a fast
learning algorithm, and has been achieving
good Tesults in the field of pattem
recognition [9].

111, PHONEME DATABASE

Tn this paper, we will consider 33 different
Arabic phonemes (in many Arabic accents,
{he letter corresponding to the /df phonems
is pronounced as /&), 27 of which are
consonants, and the remaining 6 are vowels
{including 3 Jong and 3 short vowels). Most
of the contextual versions of phenemes in
Arabic language come in syllables involving
a consonant followed by or following some
short or long vowel [10].

In order to address the co-articulation
effects among the individual phonemes in
Arabic language syllables, 12 different data
tokens per phoneme ars included in our
training database. These tokens correspond
to different vowel-consonant and consonant-
vowel permutations  [10]. The training
database involves a total of 33 * 12 = 396
tokens, in the form of pulse code modulated
(PCM) wave (2wav) sound files. An entirely
separate database of other 395 tokens is
used for testing,

The voice recording process has been
carried out in a relatively quiet room, using
regular non-expensive recording equipment.
Also, no special noise glimitation or
reduction processing has been applied on the
recorded voice files.

1V. PREPROCESSING

Preprocessing includes ail data processing
being applied to the recorded voice files ina
database, in order to prepare them for the
feature extraction phase.

The first step in the preprocessing phase is
the segmentation proeess, Here, the precise
phoncme parts are cropped out of the
recorded  signals of the comesponding
phoneme tokens, and arc saved for lurther
processing, The segmentation this work is
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camicd out manually in order to overcems
automation inaccUracy.

The next preprocessing step is filtermg.
This process i3 mainly aimed at reducing the
effect of the noise induced by the recording
process. A bandpass [TR elliptic filter of the
10 degree with u passhand of 160 Hz - 6.8
Hz is used to handle this process here (the
characteristics of this Tfilter has been
concluded empirically).

The last preprocessing step 1s framing.
Here, cach segmented and fittered voice
token is divided inte non-overlapping
frares of 128 data samples (corresponding
to § msec duration, given the sampling rate,
16 kHz of our recording process). The
number of frames extracted out of each
token depends on its duration.

V. FEATURE EXTRACTION

Finding an efficient data representation
that reflects the patural characteristics of
phonemes has been 2 major concem in the
field of phoneme tecognition, Many
different feature classes have been proposed
to be used. In this work, we will use Mel-
cepstriony (also known as Mel-frequency-
cepsirum coefficients MFCC) features of
phoneme tokens.

The Mel-cepsirum transformation, here, i%
applied to each token in a ftame-wise
fashion {that is to each {rame of the given
token independently), in order to extract an
N-dimensional feature vector
(corresponding to the N transformation
coefficients) out of each token frame. The
feature vectors extracted from the frames of
a given token arc then averaged into one M-
dimensional vector, with the individual
vectors being given hamming shaped
weights, in order to give more importance to
the mid frames of the token, without entirely
neglecting  the information  {from the
boundaries. The resulting feature vector is
then nonmalized in order Lo remove loudness
information. Deferring the normalization
process to this point is meant to assure that
the feature vecior has unit energy, regardless
of the features constituting that vector
{different features will be used at each node
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of the recognition tree, as will be seen in the
next section).

V1. NODE-WISE OrTIMIZATION PROCESS

In order to optimize the features used in
any decision making process, it is necessary
to be able to separate the featurcs containing
useful information from those coniaining
contradicting or irrelevant information, with
respect to the decision to be made. This is
especialty true in the case of recognition
decisions, where only a part of the
snformation  contained in the generated
features for the considered set of reference
objects is responsible for determining the
reference class that each object belongs to,
whereas the remaining information is either
contradicting, in the sense that it points out
to the similarities among objects belenging
o different classes, or imelevant, in the
sense that it says nothing about the specified
division among the reference objects under
consideration. Unfortunately, it is not
possible, in practice, to accurately apply
such a precise classification on any
objectively-generated  features, since that
they usually involve a fused blend of the
aforementioned classes of information.

The feature pruning scheme, proposed in
this wark, approximates the relevance of
features by their varying pattems over the
set of objects under consideration, given
some predefined division on this set. The
features dominated by useful information
are assumed, here, to be those showing a
higher average discrimination among the
objects belonging to different classes than
amony those within the same classes. On the
other Land, the features dominated by
contradicting information are assumed to be
those behaving the exact opposite way, by
showing a higher average discrimination
among the objects within the same classes
than among those belonging to different
classes. The features dominated by
irrclevant information or equally dominated
by both useful and contradicring information
would, bowever, show the same level of
average discrimination among the objects
belonging 1o the same or to different classes.
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That is, given a binary decision about the
pertinence o one of two sets of ohjects

Az{af,a%‘r,...,af&r},and
B=, b}, .bY},

where each object 1s an N-dimensional
feature vector (corresponding 1o the N
iransformation coeflicients), then the overall

relevance R; of the ilh feature x‘;‘r (i) {the

jiih dimension of each feature vector xj‘-‘l .

where x is either # or h, and j runs through
all the elements of 4 and B) is the average
discrimination between any pair of elements
belonging to two different groups vd;,
minus the average discrimination between
any pair of elements belonging te the same
group ¥s;. That is
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where the discrimination funetion d(x, ») is
defined as

dx, ) = 2- o= (] + b,

and [f ], (f-;) are the numbers of
combinations of K and I elements,
respectively, taken two. A positive value of
R, indicates that the corresponding feature
is dominated by useful infermation, a
negative valve, on the other hand, indicates
that it is dominated by contradicting




information, while a zero, indicates that the
corresponding feature 1s irrelevant. The
tradeoff belween information content and
time-complexity may be controlled through
varying the pruning threshold around zero.
In this work all the features with positive
overall relevance R; are considered 10

contain useful information.

Note that the proposed feature pruning
scheme does not decompose the information
content of the features, but rather, it tries to
classify them according to their overall
dominant behavior. The petformance of this
scheme heavily depends on the ability of the
used data transformation to decompose the
tnformation coment of the transformed data,
given some partial recogaition decision.
This makes it nccessary t use the best
possible data transformation for generating
the featares needed 1o make each decision.

The vperformance F of 2 data
transformation, with respect to some partial
recognition decision, can be determined by
averaging the overall relevance values for
the useful features {only the featurcs with
positive R, here). Thal i3

F = Av(R;} for all § where R =0
I

In this work, different resolutions of the
Mel-cepsirum trapsformation are used for
generating a number of the feature vectors
databases for each node of the recognition
qgec. The resolution with the optimal
performance index, for gach node, is then
sclected, and the corresponding Jatabase is
then used to train that node. This node-wise
amsformation optimization process needs
1o be performed only once, prior to training
the recognition system, and hence, has no
effect on its lime-complexity. The
complexity of the feature extraction process,
though, can still be increased by the use of
different transformmations at the different
nodes. [However, it should always he
remembered that fewer features need to be
generated, due to the pruning process, and
that onty a part of the nodes within the e
needs io be passed through.
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VIL SIMULATION RESULTS

In order 1o recognize the phonerne content
of a preprocessed voice frames sel, the
recognition system needs to pass this set
into the nodes of the recognition tree,
starting from the root node {the conscnant-
vowel node in Fig. 1), raversing a decision-
controlled path through the tree, tll a leaf is
reached. Each time a decision node is
reached, the corresponding wransformation 1s
applied to the voice frames sel in order to
generate the required features for making
that decision. Only the useful features need
to be geperated at each node. The features
are then passed to the inpuis of the decision
making neural nctwork (or petworks in case
of non-bipary decisions) in order to
determine the subgroup that the phoneme
belongs to (the path te be taken fo the
suceessor node in the tree). Only hard-
decision scheme is tested in this work. The
propesed  system, however, can gasily
support the soft-decision scheme.

The recognition accuracies for the 33
distinct Arabic phonemes and the overall
recognition accuracy of the proposed
hierarchical recognition system with node-
wise relevance-optimized features are
shown in Table 1.

V1iI. CONCLUSIONS

In this paper. we have proposed 1o apply
the divide and conquer approach to break up
the problem of phoneme recognition into a
treelike hierarchy of partial recognition
decisions, in order to provide the ability to
optimize the features used in decision
making, independently, at each node of the
recognition iree. This feature optimization
process involves both choosing the best
possible data  transformation,  and
eliminating any unusetul features. The
discrimination that the features show among
the phonemes belonging to different and to
the same classes is used, here, to determine
the featwres relevance to the corresponding
partial recognition decisions.
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Table 1: The recognition accuracy of the proposed system compared to other systems.
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The proposed hierarchical recognition
system with  node-wise  relevance-
optimized features has achieved an overall
recogniticn  accuracy of 7753 %, a
significant improvement in terms  of
recogmition accuracy, when compared to
the previous hierarchical and non-
hierarchical (flat) recognition systems,
such as the systems proposed in [3, 4],
which have achieved owverall recognition
accuracies of 68.18 %% and 51.26 %,
respectively, as is shown in Table 1.

The proposed system has also managed
w overcome the difficulties suffered by the
previous 1wo  systems concerning  the
recognition of some of the phonemes, such
asthe/ 8/, /u: /, and / n/ phonemes.
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